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Abstract. Environmental stressors combined with a predisposition to
experience mental health problems increase the risk for SI (Suicidal
Ideation) among college/university students. However, university health
and wellbeing services know little about machine learning methods and
techniques to identify as early as possible students with higher risk.
We developed an algorithm to identify university students with sui-
cidal thoughts and behaviours using features universities already col-
lect. We used data collected in 2020 from the American College Health
Association (ACHA), a cross-sectional population-based survey includ-
ing 50, 307 volunteer students. A state-of-the-art parallel Markov Chain
Monte Carlo (MCMC) Decision tree was used to overcome overfitting
problems and target classes with fewer representatives efficiently. Two
models were fitted to the survey data featuring a range of demographic
and clinical risk factors measured on the ACHA survey. The first model
included variables universities would typically collect from their students
(e.g., key demographics, residential status, and key health conditions).
The second model included these same variables plus additional suicide-
risk variables which universities would not typically measure as standard
practice (e.g., students’ sense of belonging at university). Models’ per-
formance was measured using precision, recall, F1 score, and accuracy
metrics to identify any potential overfitting of the data efficiently.
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1 Introduction and Related Work

Suicidal thoughts, intent, plans, and attempts are concepts with varying defi-
nitions [18], resulting in variability of measurement and consequently difficulty
establishing robust conclusions about which populations or individual-level clin-
ical factors merit either screening or, at least, surveillance. Prediction for an
individual’s absolute risk of dying by suicide is difficult, not least because tools
claiming to demonstrate predictive performance have significant caveats – for
example, even in robustly developed, validated and calibrated suicide risk pre-
diction tools [16], for thresholds of a 1% risk of suicide they display very low
positive predictive value (i.e. they are poor at discriminating those who will
commit suicide) but a significantly higher negative predictive value (i.e. the tool
can reliably predict those who will not commit suicide). This pattern of relatively
poor positive predictive performance alongside neglect of how these tools could
augment human actors’ work in helping people at risk of suicide [40] has led to
some national guidelines recommending against using any structured assessment
tools for managing the risk of suicide. For example, in the United Kingdom, the
National Institute for Health and Care Excellence guidelines advise against using
risk stratification tools [26].

The relationship between Suicidal Ideation (SI) to either attempting or com-
mitting suicide is complex. For example, the assumption of a straightforward
’linear progression’ from SI to action is not empirically supported. Moreover,
several key models of suicide, such as the Interpersonal Theory of Suicide [38],
the Integrated Motivational-Volitional model [27], and the Three Step Theory
of Suicide [21] separate the development of SI from the progression of ideation
to an attempt. Given this complexity, locating individuals who might benefit
from enhanced support and early intervention for both mental health problems
and features associated with suicide may be logistically and practically more
appropriate.

A study of UK university students designed to test the central tenets of
the Three Step Theory [11] identified that SI develops in the presence of self-
reported psychological pain and hopelessness cognitions. Further, “connected-
ness” (to others) appears to play a role in preventing the escalation of ideation
to action, but also, a lack of social connectedness was independently associated
with SI. University or college can be stressful for students, especially for those
who are psychologically vulnerable and have poor support. University students
are at an elevated risk for SI, planning, and attempts [15] potentially arising
due to increased academic pressure, psycho-social stress, heavy workloads, and
difficulties adapting to a new environment [5]. Around 16% − 25% of students
have experienced some form of SI during university, and approximately 40% and
20% of students with SI reported that they have considered or attempted suicide
respectively [25].

Early identification of at-risk students is important for effective suicide pre-
vention and allows universities to refer students to appropriate well-being, coun-
seling, and pastoral support. Various influences and predictors on the experience
of suicidal ideation amongst university students have been identified in the ex-
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isting literature. In terms of mental health-related variables, the experience of
more severe depressive symptoms, psychosis, and greater perceived stress have
been associated with higher suicide risk [1, 32], with similar associations be-
tween increased mental health symptoms and past 12-month suicidal ideation
reported [3,33]. Whilst there have been limited prospective studies, there is evi-
dence that increased suicide risk over 12 months amongst students is associated
with the experience of clinically significant mood and other common mental
health conditions (e.g. generalised anxiety), stressful life events, childhood ad-
versities, reporting of physical or sexual assault [6]. Various other risk factors
for self-harm and suicidality amongst university students have been identified,
including sleep difficulties [36], alcohol use problems [9, 29], being of a younger
age and/or status as an undergraduate student [32], as well as interpersonal
difficulties, such as unsupportive family environments [42].

Theoretical models of suicide [21, 38] suggest addressing SI as a potentially
modifiable factor in preventing suicide. Identifying students with SI is, however,
challenging as most of the studies [34] rely on information about an individual’s
mental health obtained from (e.g.) interactions with skilled pastoral support
workers. Most of the previous studies [2,8,10], including those aiming to predict
SI among different populations, focus on identifying predictors for SI using post-
hoc, inferential statistical analyses, which may be helpful to inform predictive
models. For example, inferential statistical methods also require a priori models
describing the relationships between predictors and outcomes to test a specific
hypothesis. As a result, there may be a number of different pathways to suicidal-
ity amongst at-risk university students considering the various risk factors that
may interact to increase the vulnerability to suicidal thoughts and behaviours
(i.e., suicide-related events).

The majority of the literature [5, 15, 20, 22, 23, 37, 41] uses traditional statis-
tical and linear methods to analyse and identify putative factors that may be
predictors of SI. Linear models and inferential statistical hypothesis testing often
assume linearity of individual predictor’s contribution to an outcome and very
often, the models assume additivity of risk. Given the complexity of suicide in
general, such approaches could hamper the ability to locate variables (or their
combinations) that inform decision-making in a meaningful way [19,39]. Melissa
et al. [24] conducted the only study that uses a non-linear machine learning
(Random Forest) algorithm to identify possible predictors for students with SI
considering 70 features. However, identifying factors associated with SI does not
necessarily imply that they could help predict future students with SI [7].

The aforementioned studies were mainly conducted as explanatory analyses
to help inform universities about the possible factors leading to SI in student
populations. In contrast, our study attempts to efficiently and effectively predict
students with SI using data universities and colleges possess before a student
starts their studies. Universities need understandable algorithms that are easily
applied to data they already have, for example, to stratify students at risk of SI
and to target resources appropriately to those who might most benefit.
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Most of the papers in the literature tend to report analyses conducted on
samples that contain relatively small amounts of data, with some large incon-
sistencies in sample sizes across previous studies. This problem is previously
addressed [35], where the median number of participants across studies related
to suicidal ideation was 79 and the mean 710. The features sample size in past
studies have varied from 1085 to 5572 [15,20,22,24,37,41]. To address this issue
of inconsistent and relatively small sample sizes used in past research, we con-
ducted machine learning-based analyses on a sample of 50, 307 students from the
American College Health Association (ACHA) survey to provide a more robust
and reliable understanding of the predictors of suicidal ideation in university
students. To achieve this aim, we conducted two separate analyses. Firstly, a
machine learning model featuring data that universities are likely to collect as
part of their normal operations was fitted to the data (e.g., information about
the student’s general health). Secondly, we tested a more comprehensive model
featuring this information plus a variety of variables from the ACHA survey
implicated in suicidality (e.g., social connectedness variables) which universi-
ties may not normally collect from their students. We ran these two models to
investigate which offers the more robust and accurate predictive model of suici-
dal ideation in university students and identify possible important vulnerability
factors for suicidality in students that universities may need to collect in the
future. A scalable and transparent state-of-the-art machine learning algorithm,
a parallel MCMC Decision Tree, processed the models.

2 Methods

2.1 Dataset and Data Preparation

The dataset used in this study is provided by ACHA7(American College Health
Association), a nationally recognised research survey that provides precise data
about students’ health habits, behaviours, and perceptions. The dataset con-
tains information from 2020 of 50, 307 students (68% females, 31% males, <
1% intersex) and 694 features including demographics, Likert scale questions,
and multiple choice questions (MCQ).

The mean age of the sample was 22.5 years. Most students reported liv-
ing either on campus or in university housing (39.6%) or off-campus or in non-
university housing(46.4%). 12.8% of the students lived in their parents’/guardian’
or other family member’s house, 0.2% temporarily stayed with a relative, friend,
or “couch surfing” until they found housing, < 0.1% did not (currently) have
a place to live, and 0.9% lived in other types of accommodation. 52% of the
students were not in a relationship, 39.3% were in a relationship, and 8.7% were
married or partnered. Of the 50, 307 participants in the sample, 53.8% never
thought about killing themselves, 25.7% had a brief passing thought about sui-
cide/planning suicide, 15.3% had a plan at least once to kill themselves, and 5.2%
had attempted to kill themselves. Specifically, 55.7% of girls, 57.8% of boys, and
7 https://www.acha.org/ACHA/Resources/SurveyData/ACHA/Resources/SurveyData.aspx
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44.4% of intersex students never thought about killing themselves, 27.3% of girls,
25.9% of boys, and 22.2% of intersex students had a brief passing thought about
suicide/planning suicide, 11.1% of girls, 12.9% of boys, and 27.3% of intersex
students had a plan at least one to kill themselves, and 5.9% of girls, 3.4% of
boys, and 5.6% of intersex students had attempted to kill themselves. The main
baseline characteristics did not significantly differ based on gender.

From the 694 available features, we used only the 16 features that universi-
ties already had (information asked during their UCAS application) to predict
students’ SI. For the secondary analysis, we used 182 features implicated in sui-
cide risk which universities did not typically collect from students. Due to the
large number of features we used for the secondary model, please find the table
containing the features and the associated features’ importance on the supple-
mentary material. Our target variable asks the students if they thought about
suicide in the past year, meaning that we predict students with suicidal ideation.
For this particular question, there are five possible answers, never (1), rarely (2),
sometimes (3), often (4), and very often (5). Participants who chose answers 2
to 5 were coded as positive for SI. We avoided any data pre-processing tech-
niques (Oversampling, Undersampling, Principal Component Analysis, etc.), as
we wanted our data to be as original as possible and keep the transparent na-
ture of our algorithm, and allow practical conclusions to be drawn based on the
raw data as collected on the ACHA survey. Table1 demonstrates the imbalanced
nature of our data, showing the number of students who reported SI compared
to those who did not report SI. Specifically, 34, 626 students didn’t report any
SI during the last year, while 15, 681 students reported at least one SI during
the last year.

Number of students Percentage SI
34626 68.3% No(0)
15681 31.17% Yes(1)

Table 1. Percentage of students reporting SI

2.2 Markov Chain Monte Carlo Decision Tree

A decision tree typically starts with a root node, which branches into possible
outcomes. Each of those outcomes leads to additional decision nodes, which
branch off into other possibilities ending up in leaf nodes. This gives it a tree-
like shape.

Our model describes the conditional distribution of y given x, where x is a
vector of predictors [x = (x1, x2, ..., xp)]. The main components of the tree(T )
include the depth of the tree, (d(T )), the features, (k(T )), and the thresholds,
(c(T )), for each node where θ = [k(T ), c(T )], and the conditional probabilities
p(Y |T, θ, x) for each leaf node, (L(T )). If x lies in the region corresponding to
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the ith terminal node, then y|x has distribution f(y|θi), where f represents a
parametric family indexed by θi. The model is called a probabilistic classification
tree, according to the quantitative response y.

As Decision Trees are identified by (θ, T ), a Bayesian analysis of the prob-
lem proceeds by specifying a prior probability distribution, p(θ, T ). Because θ
indexes the parametric model for each T , it will usually be convenient to use the
relationship

p(Y1 :N , T, θ|x1 :N ) = p(Y |T, θ, x)p(θ|T )p(T ) (1)

The Metropolis-Hastings (MH) algorithm for simulating the Markov Chain
in Decision Trees (see equation 2) is defined as follows. Starting with an initial
tree T0, iteratively simulate the transitions from Ti to Ti +1 by these two steps:

1. Generate a candidate value T ′ with probability distribution q(Ti, T
′).

2. Set Ti+1 = T ′ with probability

a(Ti, T
′) = min(1,

π(Y1 :N , T ′, θ′|x1 :N )

π(Y1 :N , T, θ|x1 :N )

q(T, θ|T ′, θ′)

q(T ′, θ′|T, θ)
) (2)

Otherwise set Ti+1 = Ti.

More information and a detailed explanation of the algorithm can be found
here [14]

To evaluate our predictive model’s performance, we used the following four
metrics.

– Precision: the ratio of the correctly predicted positive observations to the
total predicted positive observations.

– Recall: the ratio of correctly predicted positive observations to all observa-
tions in the actual positive class.

– F1-score: the weighted average of Precision row and Recall row. Therefore,
this score takes both false positives and false negatives into account.

– Accuracy: the most intuitive performance measure and it is simply a ratio
of correctly predicted observations to the total observations.

We also performed cross-validation by randomly splitting the initial dataset
into 10 folds, where each fold was used as a test, and we repeated this process
until all the folds were used as test sets.

The main advantage of the probabilistic machine learning (ML) models over
conventional ML is that they are known to generalise better on imbalanced data
and are less overfitting prone [13] [12], allowing us to avoid data pre-processing
techniques. We have further modified the algorithm to produce even more accu-
rate results by adding special weights to the students with SI. Specifically, we
instructed our algorithms to classify a student as a 0 (people with no SI) only if
it is more than 69% confident. This practice enabled us to further increase our
performance metrics (accuracy, F1-score) and fight off overfitting due to the im-
balanced nature of the dataset. In general, we believe that applying heavy data
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pre-processing techniques alters the dataset nature, leading us to solve a differ-
ent problem, ending up having algorithms working only for the specific dataset
and not being able to generalise. Our philosophy is to change and modify the
algorithms to fit the problem, not vice versa.

3 Results

3.1 Predicting

For the students with SI using the features universities normally collect (e.g.,
through university application forms), the model had an out-of-bag error of
29.2% ± 0.9, leading to an accuracy of 70.8% ± 0.9. The predictive (0) values
were 0.77, whereas the predictive (1) values were 0.55, meaning that 77% and
55% of predicted cases were actually cases. Table 2 shows the scores analytically
for predicting students with SI. Specifically precision score is 65.33%±0.7, recall
score is 64.16% ± 0.4, and f1-score 64.8% ± 0.4 Analyses of the importance of
the variables for the prediction, measured by the times each variable is used
on the predictive model, revealed that the following four variables were the
most predictive, as shown in Table 3: Depression, Eating Disorder, Approximate
Cumulative Average Grade, and Attending Classes, Discussion sections, or Labs.

3.2 Secondary Analysis

For the students with SI using the features universities might not ordinarily
collect, the model had an out-of-bag error of 27.1%±3.96, leading to an accuracy
of 72.9%± 3.96. The predictive (0) values were 0.83, whereas the predictive (1)
values were 0.58, meaning that 83% and 58% of predicted cases were actually
cases. Table 2 shows the scores analytically for predicting students with SI.
Specifically precision score is 70.30%± 2.28, recall score is 71.3%± 2.23, and f1-
score 69.8%±2.99 Analyses of the importance of the variables for the prediction,
measured by the times each variable is used on the predictive model, revealed
that the following four variables were the most predictive, as shown in Table
3: Financial Problems, Bullying, Allergies to pets/animals, Gastroesophageal
Reflux Disease/Acid Reflux.

Precision Recall F1-score Accuracy
With Uni Features 65.33 ± 0.74 64.16 ± 0.37 65.83 ± 0.37 70.83 ± 0.89
Without Uni Features 70.30 ± 2.28 71.30 ± 2.23 69.80 ± 2.99 72.9 ± 3.96

Table 2. Metrics for predicting students with SI
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Features Feature Importance(%)
Age 1.6
Attending Classes, Discussion sections, or Labs 8.0
Sex assigned at birth 5.6
Enrollment Status 3.60
Black or African American 4.2
Middle Eastern/North African or Arab Origin 1.3
Biracial or Multiracial 5.5
Approximate Cumulative Average Grade 9.1
Blind/Low Vision 5.2
Parent or Guardian of a Child 7.6
Anxiety(Generalized Anxiety, Social Anxiety,
anic Disorder, 6.8

Bipolar and Related Conditions
(Bipolar I, II, Hypomanic Episode) 7.4

Diabetes or pre-diabetes/insulin resistance 2.7
Depression(Major Depression,
Persistent Depressive 15.0

Eating Disorder(Anorexia Nervosa,
Bulimia Nervosa, Binge - Eating) 10.0

Insomnia 5.4

Table 3. Features Importance for Variables Universities Collect from Students

4 Discussion

Predicting which university students are at higher risk of SI and potentially
suicidal behaviours is a difficult task. Past studies in this area have been lim-
ited by using relatively small and unrepresentative samples of data and relying
on researcher-led choices of which data to use in predictive models of suici-
dal ideation, meaning a lack of consistency and comprehensiveness in previous
research [15, 22, 24]. To address these issues, we applied machine learning ap-
proaches to understand the variables associated with suicidal ideation amongst
students based on an existing large survey of US students (over 50,000 partic-
ipants) and the testing of predictive variables that universities routinely and
seldom collect from incoming students.

Using a parallel MCMC Decision Tree model for the features universities
already have, we found that four main baseline variables predicted SI: Depres-
sion, Eating Disorder, Approximate Cumulative Average Grade, and Attending
Classes(Discussion sections, Labs) with a significance level of 15%, 10%, 9.1%,
8% accordingly. The model including those variables showed a good predictive
performance (accuracy = 70.83± 0.89) estimated using cross-validation. In sec-
ondary analyses in a wider sample of (number of) features, the main predic-
tive variables differed from the main analyses. Having Financial Problems con-
tributed to a 4.13%, Bullying contributed to a 3.03%, Allergies to pets/animals
contributed to a 4.13%, and Gastroesophageal Reflux Disease or acid reflux con-
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tributed to a 3.87%. The model, including the dataset with bigger feature space,
had an improved predictive accuracy than the one using only the universities’
typical features, with a predictive accuracy of 72.9± 3.96. We also achieved bet-
ter results for both test cases (predicting students with SI, secondary analyses)
compared to other studies predicting students with SI utilising a machine learn-
ing model(Random Forest). Specifically, [24] achieved 0.4 and 0.36 predicted (1)
values for girls and boys, respectively, meaning that 40% and 36% of predicted
cases were actual cases. In comparison, we achieved 0.55 and 0.58, which leads
to a significant increase of 15% for girls and 19% for boys when we use features
universities have, while 18% and 22% improvement achieved for our secondary
analyses.

Machine learning approaches offer universities potentially powerful means of
understanding the risk factors for suicidality amongst their student populations.
There may be the potential for universities to use similar models at a local level
considering risk factors that may be unique to their campuses, location, and
student population. Understanding more local-level risk factors may be impor-
tant for university health and wellbeing services to better identify those at risk
for suicidal ideation and to provide more targeted early intervention support for
students at a heightened risk.

There are some strengths and limitations to consider with the present study.
As discussed earlier, previous studies of the risk factors associated with suicidal
ideation amongst university students have been limited by their analysis of rel-
atively small samples [20, 37]. In contrast, our study drew on data from a large
national sample of US university students (over 50,000 students) and applied
machine learning approaches to develop predictive models of students’ suicidal
ideation. Based on a prior call [17], the present machine learning study has al-
lowed for the modelling of numerous variables in a predictive model of suicidal
ideation. Such models offer a more detailed understanding of university stu-
dent suicidal ideation and accommodate the modelling of potentially hundreds
of predictors and their complex inter-relationships, compared to the dominance
of regression-based analyses in the literature, which only accommodate the test-
ing of relatively simplistic models of suicidality [17]. In addition, the use of an
existing, large, representative national survey to model potential predictors of
suicidality amongst university students reduced potential research ethical issues
associated with collecting suicide-related data from at-risk individuals.

There are, however, some limitations to the present study to consider. The
study analysed data from an ongoing national US student survey from only one-
time point. Given the complex and dynamic nature of suicidality, how these fac-
tors identified in the machine learning model influence suicidality over the longer
term requires further exploration. It should also be noted that the specific pre-
dictors identified here may not be generalisable to students in other countries,
where there may be more local and unique pressures on students implicated in
suicidal ideation. We also focused on the experience of suicidal ideation as a
broad outcome in the machine learning models and did not include detailed as-
sessments of the types of suicidal thoughts students experienced (such as active
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planning versus more passive ideation), and so care should be taken in assum-
ing that these factors are similarly implicated in suicidal behaviours amongst
students. Although, it is important to identify the potential factors implicated
in the suicidal ideation-to-enaction process, particularly those associated with
earlier suicidal thoughts where targeted interventions may be particularly effec-
tive. In addition, the survey data used in the machine learning approach here
did not feature many key psychological variables implicated in the suicidality
pathways, such as feelings of defeat and entrapment [17, 30, 31]. The factors in
the models also tended to be more risk-focused in nature rather than encapsulate
more protective factors against suicidality, and did not explicitly test existing
models of suicidality which attempt to outline the ideation-to-enaction path-
way [4, 27, 28]. Integrating factors associated with reduced suicidality, including
more factors of a bio-psycho-social basis, may be promising for future machine
learning approaches focusing on understanding suicidality in at-risk populations.

5 Conclusion

University students are a high-risk group for suicidal thoughts, feelings, and
behaviours, but predicting which specific students are at higher risk is a diffi-
cult endeavour. Machine learning-based approaches offer a unique way of under-
standing suicide risk based on their ability to model a large and complex range
of factors at the same time. Still, few machine learning approaches have been
used to understand suicide risk in university students. Our study differs from
most of the literature, as we discussed in section1. We trained a state-of-the-
art MCMC Decision Tree with a large sample (over 50,000 participants) for the
first time. We showed that such a machine learning-based approach could sig-
nificantly contribute towards identifying and predicting suicidal ideation among
university students. Unlike the other studies, we focused on the actual predictive
model and how to produce optimal solutions instead of only identifying possible
factors leading students to SI. Our approach can potentially help universities
quickly identify and provide early interventions targeting students with these
suicide-risk factors. Moreover, our model outperforms significantly any other
similar implementation by an average of 17%, and 20% when a wider sample of
features is used. This study, though, has some limitations. The study focused
only on SI and not suicidal behaviours, as we should note that the results may
not be generalisable to students in other countries.
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